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QUESTIONS FOR BIAS 



Key concepts
 Bias

 Should be minimized at the designing stage.

 Random errors 

 Is the nature of quantitative data.

 Non-differential misclassification

 Is the nature of (inaccurate) measurement.

 Confounding

 Indicative of true association. Can be 
controlled at the designing or analysis stage.

We can do nothing at 
the analysis stage!

Is the following study acceptable?

 We want to compare the mean of blood 
pressure levels between two groups.

 The blood pressure checker has a problem 
and always gives 5mmHg-higher than 
true values.

 All subjects were examined by the same 
blood pressure checker.



Proper comparison between groups：

１）Comparison using accurate data

２）Comparison using (in)accurate data

As long as the magnitude of random error 
and bias occur in a same manner among 
groups.

Internal comparison

What would be the 
problem in this study?

FOR DISCRETE VARIABLES, 
MEASUREMENTS ERROR IS 

CALLED CLASSIFICATION ERROR 
OR MISCLASSIFICATION 



Two types of misclassification

 Non-differential misclassification

Misclassification of a study variable that is 
independent of other study variables

 Systematic error may not be a critical 
issue as long as it occurs in all comparison 
groups.

 Differential misclassification

 If the error occurs only in one specific 
group due to bias, the risk estimate deviate 
from null.

This is a 
problem!!

Non-differential Misclassification 
with Two Exposure Categories

Correct Data
Cases

Controls

Exposed
240
240

Unexposed
200
600

OR = 3.0

Sensitivity = 0.8
Specificity = 1.0

Cases
Controls

Exposed
192
192

Unexposed
248
648

OR = 2.61

20% of exposed 
subjects were 
misclassified 



What is the number of each cell?
Please calculate OR.

Sensitivity = 0.8
Specificity = 0.8

Cases
Controls

Exposed
232
312

Unexposed
208
528

OR = 1.89

Sensitivity = 0.4
Specificity = 0.6

Cases
Controls

Exposed
176
336

Unexposed
264
504

OR = 1.00

Non-differential Misclassification with 
Two Exposure Categories

Sensitivity = 0.8
Specificity = 0.8

Cases
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Exposed
232
312

Unexposed
208
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OR = 1.89

Sensitivity = 0.4
Specificity = 0.6

Cases
Controls

Exposed
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336

Unexposed
264
504

OR = 1.00

20% of exposed 
subjects were 
misclassified 

60% of exposed 
subjects were 
misclassified 

40% of 
unexposed 

subjects were 
misclassified 

20% of 
unexposed 

subjects were 
misclassified 



How do you solve the problem of non-
differential misclassification?

BIAS IN EPIDEMIOLOGIC STUDY



Different types of bias

 Selection bias:

It occurs at sampling

 Detection bias:

It occurs at diagnosis (outcome)

 Measurement (information) bias:

It occurs at surveillance 

Recall bias

Family information bias

You need to plan 
your study 

design carefully.

You suspect that exposure to 
electromagnetic field (EMF) increases 

the risk of childhood leukemia. And, you 
conducted a case-control study.

 If parents of cases with leukemia, living 
in the neighborhood of power lines, 
suspect the association and tend to 
agree on participation to the study, 

the association may become 
stronger than what it should be.

What is this bias?  How do you solve it?



In a hospital-based case-control study, the 
researchers excluded subjects with CVD, 
whom “Reserpine” was likely to be 
prescribed, from control group.

They found that “Reserpine was a 
significant risk factor of breast cancer”.

Reserpine -

Reserpine +

Cases: Breast cancer patients

Reserpine -

Reserpine +

Reserpine + (CVD)

Controls: Patients at the same hospital

Do you agree with their conclusion?

 If you agree, why do you think so?

 If you don’t agree, why do you think 
so? How do you solve it?



A doctor may examine the 
patient’s chest X-ray more 
carefully if he knew the patient 
is a heavy smoker but not for 
non-smoking patients. 

the association may become 
stronger than what it should be. 

True prevalence In the presence of detection bias

LC

non-LC

non-LC

LC

Smoker

Non-smoker

LC

non-LC

non-LC

L
C

Not 
diagnosed

What is this bias? 

Detection bias

How do you avoid detection bias?



Suppose, you conducted a case-
control study on relationship of 
prenatal infections and 
congenital malformations.

You asked mothers regarding 
prenatal episode of infections by 
interview / questionnaire. 

Cases 
(mothers of babies 
with defect)

Controls 
(mothers of 
healthy babies)

What is the possible bias? 

Recall bias

How do you avoid /minimize the bias?

Consider using a hospital control



Controlling for misclassification

 - Blinding 

 prevents investigators and interviewers from knowing 
case/control or exposed/non-exposed status of a given 
participant

 - Form of survey 

 mail may impose less “white coat tension” than a phone or 
face-to-face interview

 - Questionnaire

 use multiple questions that ask same information

 - Accuracy

 Multiple checks in medical records & gathering diagnosis 
data from multiple sources

Lecture note of Dr. Dorak (http://www.dorak.info/epi)

CONFOUNDING



3 conditions of Confounding 

1. Confounders are risk factors for 
the outcome.

2. Confounders are related to 
exposure of your interest.

3. Confounders are NOT on the 
causal  pathway between the 
exposure and the outcome of 
your interest.

How can we solve the problem of 
confounding?

“Prevention” at study design 

Limitation

Randomization in an intervention 
study

Matching in a cohort study 

Notice: Matching does not always 
prevent the confounding effect in a 
case-control study.



How can we solve the problem of 
confounding?

“Treatment “ at statistical analysis

Stratification by a confounder

Multivariable / multiple analysis

Mantel-Haenszel odds ratio

 Stratification by confounding factor 

After stratification by confounding factor, 
common OR, ORMH, among all strata should be 
calculated. 

Assumption: there is a common OR among all 
strata  there is no significant difference in 
ORs among all strata by homogeneity test.



Calculate the common OR among all strata

smoking Case Control

+ ai bi M1i

- ci di M0i

Total N1i N0i Ti

ORc= ΣWiORi / Σwi

i ：”i” th stratum、Wi ：weight of “i” th stratum

An example of Mantel-Haenszel estimation 1

Practice 1 
Mantel-Haenszel odds ratio(1)

1. Open the “tsunagi_v1” data by excel

Please refer Appendix1 for the explanation 
of each variable.

2. Import this data set by your statistical 
software (STATA, R, and SPSS …)



Mantel-Haenszel odds ratio(2)

3. Suppose, you want to examine the cancer 
risk by habitual alcohol drinking.

Please create a contingency table of cancer 
and alcohol drinking.

Please calculate an odds ratio.

STATA command: tab alc cancer, row

STATA command: cc cancer alc
or cs cancer alc, or

Same OR but 95%CI is slightly different

Case-control study

Cohort study



Mantel-Haenszel odds ratio(3)

4. Since we know that cancer risk 
increases with age, you may want to 
confirm the association between alcohol 
drinking and cancer risk by age group 
(<60, 60-69, ≥ 70).

Please create contingency tables of cancer 
and alcohol drinking by age group.

Please calculate odds ratios for each age 
group.

STATA : by age_gp, sort: tab alc cancer, row

An example of Mantel-Haenszel estimation 1

age alcohol Case Control OR

1 <60 + 13 129 1.54
- 14 214 1 (ref)

2 60-69 + 32 105 3.95
- 19 246 1 (ref)

3 ≥70 + 34 82 2.62
- 44 278 1 (ref)

Total + 79 316 2.40
- 77 738 1



Mantel-Haenszel odds ratio(4)

5. Is there significant difference in the 
odds ratio among age groups?

6. Mantel-Haenszel test: homogeneity test

STATA : cc cancer alc, by(age_gp)

STATA 
commands

OR for each 
age group

Homogeneity test 
 no significant (you can 
calculate common OR!)

ORMH



You can also calculate ORMH by yourself.

ORMH =Σ(ai*di/ Ti) /Σ(bi*ci/ Ti) 

(13*214/370) + (32*246/402) + (34*278/438)
ORMH =

(129*14/370) + (105*19/402) + (82*44/438)

= 2.69

Mantel-Haenszel odds ratio(5)

Practice 2 

1. Using the “tsunagi_v1” data set, please 
examine the association between habitual 
alcohol drinking and cancer risk by sex 
stratification.



Q1. Is this ORMH statistically significant?

Q2. Is it OK to report ORMH when 
the homogeneity test is 
statistically significant?

How can we solve the problem of 
confounding?

“Treatment “ at statistical analysis

Stratification by a confounder

Multivariable / multiple analysis



Multivariate  ≠ Multivariable (Multiple)

Multivariable (Multiple) analysis

This is the model to control the 
effects of confounders!



Multivariate analysis

This model is to analyze the 
relationship between “multiple 
outcomes” and a single set of 

predictors.

LOGISTIC REGRESSION 
ANALYSIS



Practice 3 
Multivariable analysis

1. Let’s see the association between 
habitual alcohol drinking and cancer risk 
by logistic regression model.

2. Please examine this association adjusting 
for the effects of age and sex.

STATA : logistic cancer alc
or logit cancer alc, or

STATA : logistic cancer alc male age



STATA : logistic cancer alc male age_gp

STATA : xi: logistic cancer alc male i.age_gp

Categorical variable (>2 categories)

If there is no linear trend of the cancer risk by age, 
it would be better to use categorical variable for age. 



REGRESSION ANALYSIS

 Suppose, you want to know predictors 
of systolic blood pressure in the 
subjects of “tsunagi_v1” data.

 What do you have to check first?

Practice 4 
Regression analysis (1)



Distribution of systolic blood pressure
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Normal distribution?
If not, what will you do?

STATA : hist sbp

Log-transformation may work…
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STATA : gene lsbp=log(sbp)
hist lsbp



 Age is one of the predictors of systolic 
blood pressure.

 Please conduct regression analysis 
using “age” as a explanatory variable.

Practice 4 
Regression analysis (2)

STATA : reg lsbp age

STATA 
commands

SBP= 4.531922 + 0.0044274*age

This indicates that SBP will 
increase 0.004 per age (year).



 Please transform age variable into 
10-year age group.

 Let’s see the association between 
age and systolic blood pressure 
using this variable (age10).

 What do you expect?

Practice 4 
Regression analysis (3)

STATA : gene age10=floor(age/10)

SBP= 4.557933 + 0.0431853*age(10)

cf. SBP= 4.531922 + 0.0044274*age 



 Suppose, hemoglobin level may be one of 
the predictors of systolic blood 
pressure.

 Please pick-up other potential 
predictors (other than hemoglobin) for 
systolic blood pressure in this data set 
based on your knowledge.

 And, conduct regression analysis.

Practice 4 
Regression analysis (4)

How many explanatory variables can 
we use in a model?

Model Number of explanatory 
variables

Example

Linear regression 
model

Sample size / 15 Up to around 6-7 
variables in 100 
subjects

Logistic regression 
model

Smaller sample 
size of outcome /
10

Up to 10 variables if 
the numbers of 
cases and controls 
are 100 and 300, 
respectively. 

Cox proportional 
hazard model

The number of 
event / 10

Up to 9 variables if 
you have 90 events 
out of 150 subjects



ATTENTION!

When you include categorical 
variable in your model, you have to 
count that variable as (the number 
of categories – 1).
For example, the variable of age group used 

in the previous practice, we have to count 
it as “two” (=3 categories -1) variables.


